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Abstract: Many diseases especially febrile 

diseases present numerous mimicking and 

confusing symptoms that pose great 

challenges to their proper distinctive 

syndromic diagnosis. This ambiguity causes 

inaccurate diagnoses which result on the 

misappropriation of treatment. Many victims 

of this situation have been left in worse health 

conditions or even death.This paper 

considers two febrile diseases that are 

believed to be in the blood of every Nigerian, 

these are Malaria and Typhoid Fever. This 

challenge of their distinctive syndromic 

diagnostic symptoms was tackled by 

optimizing the numerous symptoms using a 

genetic algorithm based on their 

manifestation degree (the frequency of 

occurrence of a symptom in different cases). 

The genetic algorithm was simulated using 

matlabR2013a. An optimization degree of 

64.06% was obtained. Though the 

conventional method is the best for disease 

diagnosis, it is not always available, 

especially in rural areas where many depend 

on low-skilled medical practitioners for their 

health care. The use of these optimized 

determinant symptoms in the syndromic 

diagnosis of Malaria and Typhoid fever will 

reduce the risk of misdiagnosis of these two 

diseases.  
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1.0 Introduction 
 

Malaria and Typhoid fever are among the 

life-threatening febrile diseases in 

developing countries. They are curable but 

are complicated when neglected and not 

properly diagnosed and treated (Chiemeke 

and Omede, 2014). According to the WHO 

report (2018), an estimated 1.4 to 2.6 million 

deaths per year in sub-Saharan Africa are 

caused by malaria. These diseases, though 

caused by different micro-organism 

Plasmodium and Salmonella typhi 

respectively, are often present with 

mimicking or overlapping symptoms, 

especially in the early stages of typhoid fever 

(Simon-Oke & Akinbote, 2020; Odikamnoro 

et al., 2018; Ohanu et al. 2003). This situation 

often presents a diagnostic problem and, in 

some cases, could lead to diagnostic 

confusion, especially in syndromic diagnosis 

(Uneke, 2008; Adehor and Burell, 2008). 

This mimicking nature of the two diseases 

poses a great problem for their proper 

distinctive diagnosis, so consideration of how 

to determine their discernable signs and 

symptoms becomes very important for their 

proper distinctive diagnosis. In this research, 

the discernable symptoms termed 

determinant symptoms are obtained by 

optimization using a genetic algorithm. 

The Genetic Algorithm (GA), as one of the 

global optimization algorithms, stemmed 

from the principle of natural selection; the 

survival of the fittest and extinction of the 

inferior. It can be used to handle multi-

objective optimization problems. GA was 

proposed and developed by Professor John 
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Holland from the University of Michigan in 

the late 1950s and early 1960s. GA shows its 

ability to achieve better performance than 

other algorithms in solving highly complex 

spatial problems because of its high 

versatility and strong robustness (Haibo, 

2022, Muhammad et al.,2018). 

The GA optimization is based on successive 

generations that combine (crossover 

operator) the best solutions (selection 

operator and fitness) to create new solutions. 

Random changes (mutation operators) are 

also considered to avoid local optimization. 

GA is classified into the group of 

evolutionary algorithms (EA). The 

optimization algorithms included in EA 

differ in genetic representation and other 

implementation details, as well as the nature 

of the applied problem (Guerrero et al., 

2022).  

A study of previous works on Malaria and 

Typhoid fever revealed that numerous types 

of research have been stirred up by the 

prevalent nature of these two diseases in the 

Sub-Saharan region of Africa on both 

conventional diagnoses (Odikamnoro et al.,  

2018; Davis 2022; Nas et al., 2018, Ohanu et 

al.,2003;Uneke, 2008; Simon-Oke and 

Akinbote 2020) and automated diagnosis of 

Malaria and Typhoid fever (Adehor and 

Burrel, 2008a-b,; Adetunmbi et al., 2012, 

Agakar and Ghatol, 2010; Chiemeke and 

Omede, 2014; Djam et al., 2011, 

Oguntimilehim et al., 2013, Olabiyisi et al. 

2011; Samuel and Omisore, 2013). 

Conventional methods which involve going 

through laboratory test provides more distinct 

diagnosis but failed to be sufficient for 

numerous people being infected especially 

those in areas where there is little or no health 

care. Several years of research on Malaria 

and Typhoid fever-assisted diagnostic tools 

have birthed expert systems for syndromic 

diagnosis, many of these systems did not 

consider the effect of the mimicking 

symptomatology of malaria and typhoid 

fever with other febrile diseases which pose 

difficulty in their proper distinctive 

syndromic diagnosis. It was also observed 

that many researchers have successfully 

carried out optimization processes using 

genetic algorithms (Yang et al. 2010, 

Muhammad et al., 2018; Haibo, 2022; 

Guerrero et al. 2022). Hence this research 

employs symptoms optimization using a 

genetic algorithm for the selection of 

discernable symptoms (regarded as 

‘determinant symptoms’ in this work) for 

distinctive diagnosis of each of the diseases. 
 

2.0 Materials and Methods 

2.1 Material 
 

The numerous symptoms of Malaria and 

Typhoid fever were gotten from a series of 

consultations with  

medical experts (especially those in Delta 

state university teaching hospital Oghara and 

Delta state health service centre, Abraka) and 

from the study of standard literature in the 

tropical medicine field and records of 

confirmed patients. 
 

2.1.1  Dataset  
 

The dataset is comprised of different 

symptoms that are manifested by malaria and 

typhoid fever at different infestation periods 

which are regarded in this study as early (less 

than or equal to 2 weeks) and late (greater 

than 2 weeks). The symptoms and their 

categories are shown in Table 1. 

Table 1 depicts different symptom categories 

for both Malaria and Typhoid fever with their 

manifestations in infected patients at 

different periods (P) from the point of 

infestation. M and T represent malaria and 

typhoid respectively, “a”=less or equal to 2 

weeks and “b”= greater than 2 weeks. The 

period factor is very important because most 

of the symptoms are time-dependent. “*” 

indicates the presence of a symptom.   

The manifestation degree of symptoms at 

different periods is indicated as: A ≡ “Almost 

all”; V ≡ “Very common; C ≡“Common”; U 

≡ “Uncommon”; R ≡ “Rare”;Vr ≡ “Very 



 

 

Communication in Physical Sciences, 2022, 8(4): 556-572 558 
 

 

rare”;Xr ≡ “Extremely rare”; “-“ ≡ Symptom 

not associated with the disease.   
 

 

Table 1: Categorized Symptoms of Malaria and Typhoid Fever with the degree of 

periodic manifestation 

S/No Category Symptom S_Label M T a b 

1 Systemic 

Features (X1) 

High fever S1 *  Vc  

2 Stepwise Fever S2  * Vc Vc 

3 Chills S3 * * U/A - 

4 Diaphoresis(Excessive 

sweating) 

S4 * * Vc - 

5 Rigors (exaggerated chill) S5 * * A/U Uc 

6 Anorexia (Loss of appetite) S6 * * C/A - 

7 Lethargy (Fatigue) S7 *  A - 

8 Insomnia S8  * Vc - 

 Weight loss S9 * * C/C  

9 Neurologic 

Features(X2) 

Malaise(ill feeling) S10 * * C/A C 

10 Frontal Headache S11  * Vc Vc 

11 Headache S12 *  C C 

12 Psychosis (mental disability) S13  * Vr C 

13 Confusion /delirium S14 * * R/Vc - 

14 Pulmonary 

Feature(X3) 

Bronchitic Cough S15  * C  

15 Cough S16 *  A A 

16 Rales (sound from the 

unhealthy lung) 

S17  * C - 

17 Mild cough S18  * C - 

18 Pneumonia S19  * R C 

19 Ear, Nose, Throat  Feature 

(X4) 

Coated Tongue  S20  * Vc - 

  Epistaxis(Nose bleed) S21     

20 Dermatologic Feature (X5) Rose spot S22  * R - 

21  

Cardiovascular Feature 

(X6) 

Dicrotic pulse S23  * R C 

22 Thrombophlebitis (blood 

clot) 

S24  *  Vr 

23  

Gastro intestine 

Feature(X7) 

Nausea and Vomiting S25 *  C C 

24 Diarrhea S26 * * C/- C/C 

25 Jaundice S27 * * C/C C/- 

26 Constipation S28  * Vc C 

27 Bloating S29  * Vc - 

28 Intestine hemorrhage S30  * Vr Vc 

29 Splenomegaly S31 *  - R 

30 Hepatosplenomegaly S32  * C  

 Intestinal Perforation S33     

31 Musculoskeletal 

Feature(X8 ) 

Myalgia (Muscle pain) S34 

 

*  Vc  

32 Arthralgia (Joint pain) S35 *  Vc  



 

 

Communication in Physical Sciences, 2022, 8(4): 556-572 559 
 

 

 
 

Table 2 shows the assigned weighting scores 

to different manifestation degrees ranging 

from 0 to 5. 0 is for a symptom that does not 

manifest in the case of a particular disease, so 

0 weighting is ignored. 1 is the lowest 

weighting while 5 is the highest weighting. 

This weighting is used in the fitness evaluation 

of individual systems during optimization. 
 

 

Table 2: The Weighting Score for different Manifestation degrees 
 

 

2.2 Methods 

2.2.1 Optimization of the Symptoms Using Filtered Genetic Algorithm. 

Problem Formulation 

The problem of determining the determinant symptoms for Malaria and Typhoid fever can be 

formulated into a mathematical model as follows: 

Let s be a universal set of symptoms and m Manifestation degree of each symptom in a disease, 

d.  

Indices: 

Let  i = 1 to 2{disease index, in this case}; j = 1 to n {symptom index};  k = 1 to 5 {manifestation 

degree index} and  t = 1 to 2 {period index} 

Decision variable 

𝑠𝑗𝑖 = {
1, 𝑠𝑦𝑚𝑝𝑡𝑜𝑚 𝑗 𝑖𝑠 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝑒𝑑 𝑏𝑦 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑖 
0, 𝑒𝑙𝑠𝑒

 

Parameters 

𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑦𝑚𝑝𝑡𝑜𝑚𝑠 

𝑝𝑖𝑗𝑡 = {
1, 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡 𝑎𝑡 𝑤ℎ𝑖𝑐ℎ 𝑠𝑦𝑚𝑝𝑡𝑜𝑚 𝑗 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝑠 𝑖𝑛 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑖  
0, 𝑒𝑙𝑠𝑒

  

𝑠𝑗𝑘 = {
1,  𝑠𝑦𝑚𝑝𝑡𝑜𝑚 𝑗 ℎ𝑎𝑠 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑔𝑟𝑒𝑒 𝑘
0, 𝑒𝑙𝑠𝑒

 

𝜖𝑖𝑗 = 𝑒𝑟𝑟𝑜𝑟  𝑐𝑜𝑠𝑡 𝑜𝑓 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 (𝑑𝑖)𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝑖𝑛𝑔 𝑠𝑦𝑚𝑝𝑡𝑜𝑚 (𝑠𝑗) 

𝑎𝑗𝑖 = 𝑠𝑦𝑚𝑝𝑡𝑜𝑚 𝑗 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝑒𝑑 𝑏𝑦  𝑑𝑖 𝑤𝑖𝑡ℎ𝑖𝑛 2 𝑤𝑒𝑒𝑘𝑠 𝑜𝑓 𝑖𝑛𝑓𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛. 

𝑏𝑗𝑖 = 𝑠𝑦𝑚𝑝𝑡𝑜𝑚 𝑗 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝑒𝑑 𝑏𝑦  𝑑𝑖 𝑎𝑓𝑡𝑒𝑟 2 𝑤𝑒𝑒𝑘𝑠 𝑜𝑓 𝑖𝑛𝑓𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛. 

𝑤𝑖𝑗𝑘 = 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑔𝑟𝑒𝑒  𝑜𝑓  𝑠𝑗   𝑏𝑦  𝑑𝑖 𝑤𝑖𝑡ℎ𝑖𝑛 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑝𝑒𝑟𝑖𝑜𝑑 𝑜𝑓 𝑖𝑛𝑓𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛. 

 

Note that the manifestation degree is the weighting score for the symptoms, the detail of which 

is shown in Table 2. 

The objective Function is to select the diagnostic determinant symptoms by minimizing the 

quadratic error (loss) function which is a variation from the mean weighted score and is given 

thus: 

𝑓(𝑤𝐸) =
1

𝑛
∑ |(𝑤𝑇 − 𝑤𝑗)2|𝑛

𝑗=1 → 𝑚𝑖𝑛                                                    (1) 

33 Urogenital Feature (X9) Urinary retention S36  * C  

34  Renal pain S37 * * -/R Vr/- 

Manifestation degree 

(%) 

Category  Label Assigned Weighting  scores 

‘-‘ (negative) Extremely rare xr 0 

<5% Rare R 1 

5%  to  35% Uncommon U 2 

35% to 65% Common C 3 

65% to 90% Very Common V 4 

85% to 99% Almost all A 5 
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𝑤ℎ𝑒𝑟𝑒 𝑤𝑇 𝑖𝑠 𝑎 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 𝑡ℎ𝑒 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑤𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔 𝑠𝑐𝑜𝑟𝑒 𝑓𝑜𝑟 𝑎 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑛𝑡 𝑠𝑦𝑚𝑝𝑡𝑜𝑚, 𝑤𝑗  𝑖𝑠 𝑡ℎ𝑒 

 𝑤𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔 𝑠𝑐𝑜𝑟𝑒 𝑜𝑓 𝑠𝑦𝑚𝑝𝑡𝑜𝑚 𝑗, 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑦𝑚𝑝𝑡𝑜𝑚𝑠 𝑓𝑜𝑟 𝑎 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑖. 
 

Expanding;(𝑤𝑇 − 𝑤𝑗)2 = (𝑤𝑇 − 𝑤𝑗) ∗  (𝑤𝑇 − 𝑤𝑗)                                                        (2) 

      =  𝑤𝑇 ∗ 𝑤𝑇 − 𝑤𝑇𝑤𝑗 − 𝑤𝑗𝑤𝑇 − (𝑤𝑗 ∗ −𝑤𝑗)                   (3) 

 

      =  𝑤𝑇
2 − 2𝑤𝑇𝑤𝑗 + 𝑤𝑗

2                               (4) 

The quadratic error function becomes: 

 

 𝑓(𝑤𝐸) =
1

𝑛
∑ |(𝑤𝑇

2 − 2𝑤𝑇𝑤𝑗 + 𝑤𝑗
2)|𝑛

𝑗=1                                                                    (5) 

  

       If n = 1 

                         𝑓(𝑤𝐸) = 𝑤𝑇
2 − 2𝑤𝑇𝑤𝑗 + 𝑤𝑗

2                                                                (6) 

Subject to: 

 Every symptom must be manifested in at least one disease 

  
∑ 𝑤𝑗𝑖 ≥ 1𝑗=𝑓(𝑠𝑗) ∀𝑖                                                                                                        (7) 

  

   

1. Each symptom j that determines a disease i, must have a high weighted score of 

manifestation degree w 

 

𝑤𝑗𝑘 = {
1,  3 < 𝑘 ≤ 5
0,  0 < 𝑘 ≤ 3

                                                                  (8) 

 

2. The highest manifestation degree is 100% and has the maximum weighting score which 

is the target score. 

 

               𝑤𝑇 = 5                                                                                     (9) 

 

Constraint set (1) ensures that every 

symptom is manifested in at least one of the 

diseases while constraint (2) ensures that 

determinant symptoms’ Weighted score (the 

actual manifestation of a symptom in a given 

sample) must be greater than 3 (i.e. above 

65% ). The objective is to minimize the 

number of symptoms that can distinctly 

determine the presence of a particular disease 

(Malaria or Typhoid fever as is considered in 

this study) 
  

2.2.2 Filtered Genetic Algorithm 
 

The Genetic Algorithm (GA) using the 

Filtered approach was employed in the 

optimization of the objective function to 

evolve the best symptoms for efficient 

distinctive diagnosis of Malaria and Typhoid 

fever by providing optimal inputs for the 

neuro-fuzzy classifier and ‘determinant’ 

symptoms for auto–rule generator. Filter, 

Wrapper and Embedded (Hybrid) models are 

three major feature selection approaches that 

have been intensively used for data 

dimension reduction in bioinformatics(Yang 

et.al.  2010). A brief definition of these 

approaches is given in this study as the 

detailed discussion is not within the scope of 

the study. 

The filter approach requires the statistical 

analysis of the feature set only for solving the 

feature selection task without utilizing any 

learning model or classifier.  It works fast 

using a simple measurement, though not 

satisfactorily. 

The wrapper approach involves the 

predetermined learning model, and selects 
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features on measuring the learning 

performance of the particular learning model.   

The hybrid approach attempts to take 

advantage of the filter and wrapper 

approaches. It is often found that the hybrid 

technique is capable of locating a good 

lution, while a single technique often traps an 

immature solution.  

Typically, filter-based algorithms do not 

optimize the classification accuracy of the 

classifier directly but attempt to select 

features with certain kinds of evaluation 

criteria.  With the filter approach, the gene 

selection process and the classification 

process are separated, the advantages are that 

the algorithms are often fast and the selected 

genes are better generalized to unseen data 

classification. Since, at this point, this work 

is concerned with the only selection of the 

best symptoms for the diagnosis, the Filtered 

Genetic algorithm is employed for easy and 

fast selection. 
 

2.2.3 Filtered Genetic Algorithm 

Parameters 

Population 
 

The population contains a set of 

chromosomes; each chromosome is one 

complete possible solution to the problem to 

be solved with a genetic algorithm. The value 

of the function  𝑓(𝑤𝐸)𝑓𝑜𝑟 𝑎𝑛 𝑠𝑖as is shown 

in Table 3 is chromosome, the set of the 

chromosomes for each period of 

manifestation for Malaria and Typhoid fever 

is a population. All the symptoms are 

considered for the four cases, thus the 

population is set to 4N where N in this study 

is the number of symptoms (37).  

Table 3 depicts the binary coding of the 

chromosomes. Encoding potential solutions 

(chromosomes) to the problem using a 

method that a computer can process is very 

essential in using the genetic algorithm to 

solve the problem. The most common 

approach is encoding solutions as binary 

strings of 1’s and 0’s where the digit at each 

position represents the value of some part of 

the solution and labelled as genes.  For the 

symptoms selection in this study, the genes 

are represented by binary encoding where 

unsigned 5-bits are used to represent integers 

0 to 25 representing the error functions of the 

individual symptoms (that is the deviation of 

their weighting scores (𝑤𝑗) from the target 

weighting score(𝑤𝑇)). The valid genes fall 

within 00000-11001 respectively since 

𝑓(𝑤𝐸)is within 0 to 25. 

(Note: Ma, Ta  represent Early Malaria and 

Typhoid fever, and Mb, Tb represents Late 

Malaria and Typhoid fever respectively) 

To convert the binary string back to its real 

value, the following procedure is followed: 

Let Dj be equivalent to gene j, then gene j = 

{b1,b2,…bk} where bk is a binary substring 

which is either 1 or 0.  The Decoded value: 

   𝐷𝑉 = ∑ (𝑏𝑙𝑥2𝑘−1)
𝑘

𝑙=1
                (10) 

Thus a binary string 00011 can be converted 

to its real value as: 

           0 𝑥 25 + 0 𝑥 24 +  0 𝑥 23 𝑥 22 +
1 𝑥 21 +  1 𝑥 20    which is equivalent to 3.  

Evaluation 

Each chromosome is evaluated using the 

fitness function 

 

𝐹  =    
1

1+𝑓(𝑤𝐸)
                    (11) 

where 𝑓(𝑤𝐸) is the weighting score 
function The suitability of each chromosome 

to be selected for production is tested by 

subjecting it to fitness functions. The fitness 

value reflects the quality of each 

chromosome and is the bases for the selection 

of chromosomes that will be parents for new 

offspring. 

Selection 

Chromosomes are selected from the 

population to be parents to offspring. The 

problem is how to select these chromosomes. 

According to Darwin's evolution theory, the 

best ones should survive and create new 

offspring. The existing methods for selection 

of the best chromosomes, include among 

others roulette wheel selection, Boltzmann 

selection, tournament selection, rank 

selection, and steady-state selection (Alabsi 

and Naoum, 2012).  
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2.2.4 Gene Encoding 
 

Table 3: Symptoms encoded based on their corresponding error functions (The bit 

strings of the error functions are the chromosomes). 

**Chrom = Chromosomes, wj = wj for Ma, S-L = S_Label 

 

Roulette wheel selection (RWS) which 

selects parents based on their fitness is 

employed. RWS is a common selection 

approach that assigns a probability of 

selection Pj to each j based on its fitness 

value. The probability of an individual  𝑠𝑗 to 

be a member of the next generation at each 

iteration is proportional to its fitness value 𝐹  

and is calculated thus:  

Step 1: Finding of the fitness value of each 

chromosome in the population using the 

fitness function as is shown in Equation 12 

𝐹𝑗 =
1

1+𝑓(𝑤𝐸)
                            (12) 

Step 2: Calculation of the sum of fitness for 

all chromosomes in the population using 

Equation 13 

      𝑓𝑇 =  ∑ 𝐹𝑗
𝑛
𝑗=1                                               (13) 

Where n is the number of chromosomes in the 

initial population. 

S_L  wj  𝒇(𝒘𝑬) Chrom  wj 

for 

Mb 

𝒇(𝒘𝑬) Chrom wj 

for  

Ta 

𝒇(𝒘𝑬) Chrom  wj -

Tb 

𝒇(𝒘𝑬) Chrom 

S1 4 1 00001 0 25 11001 0 25 11001 0 25 11001 

S2 0 25 11001 0 25 11001 4 1 00001 4 1 00001 

S3 2 9 01001 0 25 11001 5 0 00000 0 25 11001 

S4 4 1 00001 0 25 11001 4 1 00001 0 25 11001 

S5 5 0 00000 2 9 01001 2 9 01001 3 4 00100 

S6 3 4 00100 0 25 11001 5 0 00000 0 25 11001 

S7 5 0 00000 0 25 11001 5 0 00000 0 25 11001 

S8 4 1 00001 0 25 11001 4 1 00001 0 25 11001 

S9 3 4 00100 0 25 11001 3 4 00100 0 25 11001 

S10 3 4 00100 3 4 00100 5 0 00000 3 4 00100 

S11 4 1 00001 4 1 00001 4 1 00001 4 1 00001 

S12 3 4 00100 3 4 00100 3 4 00100 3 4 00100 

S13 1 16 10000 3 4 00100 1 16 10000 3 4 00100 

S14 1 16 10000 0 25 11001 4 1 00001 0 25 11001 

S15 0 25 11001 0 25 11001 3 4 00100 0 25 11001 

S16 5 0 00000 5 0 00000 0 25 11001 0 25 11001 

S17 0 25 11001 0 25 11001 3 4 00100 0 25 11001 

S18 0 25 11001 0 25 11001 3 4 00100 0 25 11001 

S19 0 25 11001 0 25 11001 1 16 10000 3 4 00100 

S20 0 25 11001 0 25 11001 4 1 00001 0 25 11001 

S21 0 25 11001 0 25 11001 0 25 11001 0 25 11001 

S22 0 25 11001 0 25 11001 1 16 10000 0 25 11001 

S23 0 25 11001 0 25 11001 1 16 10000 3 4 00100 

S24 0 25 11001 0 25 11001 0 25 11001 1 16 10000 

S25 3 4 00100 3 4 00100 0 25 11001 0 25 11001 

S26 3 4 00100 3 4 00100 0 25 11001 3 4 00100 

S27 3 4 00100 3 4 00100 3 4 00100 0 25 11001 

S28 0 25 11001 0 25 11001 4 1 00001 3 4 00100 

S29 0 25 11001 0 25 11001 4 1 00001 0 25 11001 

S30 0 25 11001 0 25 11001 1 16 10000 4 1 00001 

S31 0 25 11001 1 16 10000 0 25 11001 0 25 11001 

S32 0 25 11001 0 25 11001 3 4 00100 0 25 11001 

S33 0 25 11001 0 25 11001 0 25 11001 0 25 11001 

S34 4 1 00001 0 25 11001 0 25 11001 0 25 11001 

S35 4 1 00001 0 25 11001 0 25 11001 0 25 11001 

S36 0 25 11001 0 25 11001 3 4 00100 0 25 11001 

S37 0 25 11001 1 16 10000 1 16 10000 0 25 11001 
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Step 3: Calculation of the average fitness of 

the chromosomes in the population (𝑓𝐴𝑉𝐺) 

using Equation (14) 

   𝑓𝐴𝑉𝐺 =  
𝑓𝑇

𝑛
                             (14) 

Step 4: The expected fitness 𝐹 for each  

chromosome which is the probability of a 

chromosome being selected is calculated using 

Equations 15. 

𝑒𝐹𝑗 =
𝐹𝑗

𝑓𝐴𝑉𝐺
                                                        (15) 

 Thus 𝑃𝑗 = 𝑒𝐹𝑗                                                              

An individual (chromosome) 𝑠𝑗 is selected 

for the next generation if its probability 𝑃𝑗 > 

0. The summary of chromosomes’ selection 

using RWS is shown in Table 4. 
 

 

Table 4: Summarized Evaluation of initial population 
 

Chromosome 

ID 

Weighting 

score, wj 

Init. P 

Chromosomes 

Fitness(Fj) 

𝑭

=
𝟏

𝟏 + 𝒇(𝒘𝑬)
 

𝒆𝑭𝒋

=
𝑭𝒋

𝒇𝑨𝑽𝑮
 

Expected count 

for a 

chromosome  

1 4 00001 0.5000 2.2262 2 

2 0 11001 0.0385 0.1712 0 

3 2 01001 0.1000 0.4452 0 

4 4 00001 0.5000 2.2262 2 

5 5 00000 1.0000 4.4525 4 

6 3 00100 0.2000 0.8905 1 

7 5 00000 1.0000 4.4525 4 

8 4 00001 0.5000 2.2262 2 

9 3 00100 0.2000 0.8905 1 

10 3 00100 0.2000 0.8905 1 

11 4 00001 0.5000 2.2262 2 

12 3 00100 0.2000 0.8905 1 

13 1 10000 0.0588 0.2619 0 

14 1 10000 0.0588 0.2619 0 

15 0 11001 0.0385 0.1712 0 

16 5 00000 1.0000 4.4525 4 

17 0 11001 0.0385 0.1712 0 

18 0 11001 0.0385 0.1712 0 

19 0 11001 0.0385 0.1712 0 

20 0 11001 0.0385 0.1712 0 

21 0 11001 0.0385 0.1712 0 

22 0 11001 0.0385 0.1712 0 

23 0 11001 0.0385 0.1712 0 

24 0 11001 0.0385 0.1712 0 

25 3 00100 0.2000 0.8905 1 

26 3 00100 0.2000 0.8905 1 

27 3 00100 0.2000 0.8905 1 

28 0 11001 0.0385 0.1712 0 

29 0 11001 0.0385 0.1712 0 

30 0 11001 0.0385 0.1712 0 

31 0 11001 0.0385 0.1712 0 

32 0 11001 0.0385 0.1712 0 

33 0 11001 0.0385 0.1712 0 

34 4 00001 0.5000 2.2262 2 

35 4 00001 0.5000 2.2262 2 
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In Table 4 which summarizes the initial 

population evaluation, the Expected count shows 

the number of a chromosome that can be selected 

for the production of offspring that will make up 

the population for the next generation. The 

integer part of the expected fitness determines the 

number of chromosomes while the fraction part 

shows its chance of being repeated. For instance, 

chromosome 00001 with expected fitness 

 𝑒𝐹𝑗 =2.2262 has a chance of being selected twice 

while stringing 11001 with expected fitness 𝑒𝐹𝑗 

=0.1712 has zero (0) chance of being selected. A 

new generation of solutions is produced by 

picking from existing chromosomes with a 

preference for ones that are more significant than 

others. 

Fig. 1 depicts the count for a particular 

chromosome (symptom) in the next population 

for reproduction. From the graph, it is observed 

that those with higher values of expected fitness 

value have the opportunity of being selected 

more times than those with low expected fitness 

value. 

 
Fig. 1: Graph of expected count for a symptom in a population for reproduction 
 

A. Recombination 
 

Recombination is the process by which selected 

chromosomes from a source population are 

recombined to form members of a successor 

population. This parameter simulates the mixing 

of genetic material that can occur when organisms 

reproduce. Two main components of 

recombination are the genetic operators: 

Crossover and Mutation. 

Crossover 

The crossover operator represents the mixing of 

genetic material from two selected parent 

chromosomes to produce one or two child 

chromosomes by combining the information 

extracted from the parents. To employ a single 

point crossover, for a chromosome of length L, a 

random number c between 1 and L is first 

generated. The first child chromosome is formed 

by appending the last L−c elements of the first 

parent chromosome to the first c elements of the 

second parent chromosome. The second child 

chromosome is formed by appending the last L−c 

elements of the second parent chromosome to the 

first c elements of the first parent chromosome. 

Typically, the probability for crossover ranges 

from 0.6 to 0.95. Crossing these two strings 10000 

and 01100 yields: 

10000 → 10000  →  10100 
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Symptoms with their respective expected fitness values

Expected count for a symptom in a population  for reproduction

36 0 11001 0.0385 0.1712 0 

37 0 11001 0.0385 0.1712 0 

𝒇𝑻 = 8.3100   

𝒇𝑨𝑽𝑮 =0.2246   

𝒆𝑭𝑻 =37.0000   
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01100→  01100 → 01000 
 

B. Mutation 
 

Mutation operators act on a child 

chromosome to flip one or more allele 

values. In the case of bit-string 

chromosomes, the normal mutation operator 

is applied to each position in the 

chromosome. A random number in the 

interval [0,1] is generated with uniform 

probability and compared to a pre-

determined “mutation rate”. If the random 

number is greater than the mutation rate, no 

mutation is applied at that position. If the 

mutation rate is greater than or equal to the 

random number, then the allele value is 

flipped from 0 to 1 or vice versa. The 

mutation rate applied in this study is 0.01 
 

C. Evolution 
 

After recombination, resultant 

chromosomes are passed into the successor 

population. The processes of selection and 

recombination are then repeated until a 

complete successor population is produced. 

At that point, the successor population 

becomes a new source population (the next 

generation). The GA is iterated through 

several generations until convergence to a 

best-fitness s solution is observed. 

The activity diagram depicts all the activities 

involved in the optimization process which 

have been discussed in detail in subsection 

3.2.(iii)

2.2.4 The Genetic Algorithm activity 

diagram. 

 

Fig. 2: Pre-processor (GA) activity diagram. 
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Fig. 3: GA sequence diagra 

2.2.5 The Genetic Algorithm Sequence diagram. 
 

 

The diagram in Fig. 3 depicts the interactions between the different GA components discussed 

above to achieve the system’s requirement which is the production of diagnostic determinant 

symptoms for Malaria and Typhoid fever. The sequence diagram shows the distribution of 

optimization tasks between the components. 
 

2.2.6 The Pre-Processing (using GA) Algorithm 
 

Below is the algorithm (genetic algorithm) for the pre-processing. 

A: Declare arrays of symptoms, (S), period (t) and weighting, (w), disease (d) and variables m for 

manifestation degree, f, Fval, 𝐹𝑇  

Fval = 1/(1 + 𝐹(𝑤𝐸)) 

𝐹(𝑤𝐸) = 𝑤𝑇
2 − 2𝑤𝑇𝑤𝑗 + 𝑤𝑗

2 //objective function to be minimized// 

Let 𝑤𝑇 = 5    //target weight// 

Let n be a number of symptoms 

For( d =  1 to 2: t = 1 to 2:   j = 1 to n) 

Input S(j) //enter symptoms for each disease at a period of infestation// 

Input m(j)     // degree of occurrence of a symptom (in a disease) in percentage// 

If m(j) < 5%  then w(j) = 1 else if m(j) > 5% < = 35%  then w(j) = 2: else if m(j) > 35% < = 65%  

then w(j) = 3: else if m(j) > 65% < = 90%  then w(j) = 4: else if m(j) > 90%  then w(j) = 5 
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  End if  

Next j: t: d  

Initialization 

Let strength and posize denote the binary bits sequence and a number of individuals 

(chromosomes) in the population, let [a,b] be domain of weighting score for symptom j. 

The data structure of the population is matrix of po * (strlength) +2) 

For specified number of generations do 

B:𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 [𝑝𝑜] = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑠𝑒 (𝑝𝑜𝑠𝑖𝑧𝑒, 𝑠𝑡𝑟𝑙𝑒𝑛𝑔𝑡ℎ, 𝐹𝑣𝑎𝑙); 
//Recombination: Crossover and Mutation operators// 

Crossover 

Let pc be the probability of crossover 

Function [child1, child2] = crossover (parent1, parent2, pc), 

Generate random number r [1,strlength] 

If (r <pc)  

cpt = strlength – r  //cpt is the crossover point// 

Child1 = Concatenate (strlength – r) elements of parent1with r elements of parent2; 

Child2 = Concatenate (strlength – r) element of parent2 with r elements of parent1; 

Else  

Child1 = parent1 

Child2 = parent2 

end 

        //Mutation operation on the child chromosomes using flip method// 

Mutation  

Let pm be mutation probability, 𝑝𝑚 ∈ [0,1]; set pm to 0.01  

Declare Function [child] = mutation (parent, pm); 

For i = 1 to n                    //number of child chromosomes// 

Generate random number, v  

If  v < = pm 

mp = rand[1, strlength] //mp mutation point// 

Child = parent; 

 Child[mp] = abs(parent[mp] -1); 

Child(:, strlength + 1)= sum(2 ^ (size(child):,1:strlength),2)-1:-1:0)* child(:,1:strlength))*(b-a)/ 

(2^strlength -1)+a; child(:, strlength +2) = Fval(child(:,strlength + 1)) 

Else: child = parent; 

End: End 

Next i 

Declare Function[newpo] = roulette[oldpo]; 

 𝑓𝑇 ; =  𝑠𝑢𝑚(𝑜𝑙𝑑𝑝𝑜(: , 𝑠𝑡𝑟𝑙𝑒𝑛𝑔𝑡ℎ + 2))  //calculation of total finess// 

𝑝𝑟 =  (𝑜𝑙𝑑𝑝𝑜(: , 𝑠𝑡𝑟𝑙𝑒𝑛𝑔𝑡ℎ + 2))/𝑓𝑇     // calculation of probability of each chromosome     being 

selected// 

𝑝𝑟 = 𝑐𝑢𝑚𝑠𝑢𝑚(𝑝𝑟); 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑢𝑚𝑏𝑒𝑟, 𝑟𝑛; 
𝑟𝑛 = 𝑠𝑜𝑟𝑡(𝑟𝑎𝑛𝑑(𝑝𝑜𝑠𝑖𝑧𝑒, 1); : 𝑓𝑖𝑡𝑖𝑛 = 1; 𝑛𝑒𝑤𝑖𝑛 = 1; 
𝑤ℎ𝑖𝑙𝑒 𝑛𝑒𝑤𝑖𝑛 ≤ 𝑝𝑜𝑠𝑖𝑧𝑒: 
𝑖𝑓 (𝑟𝑛(𝑛𝑒𝑤𝑖𝑛) < 𝑝𝑟(𝑓𝑖𝑡𝑖𝑛)): 𝑛𝑒𝑤𝑝𝑜(𝑛𝑒𝑤𝑖𝑛) = 𝑜𝑙𝑑𝑝𝑜(𝑓𝑖𝑡𝑖𝑛): 𝑛𝑒𝑤𝑖𝑛 = 𝑛𝑒𝑤𝑖𝑛 + 1; 

𝑒𝑙𝑠𝑒 𝑓𝑖𝑡𝑖𝑛 = 𝑓𝑖𝑡𝑖𝑛 + 1 

end 
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Generate P(z+1): set z to z+1 

REPEAT the process from B UNTIL optimum symptoms is exhausted 

End process. 

Return Optimized symptoms as the determinant symptoms 
 

 Table 5: Genetic Algorithm Components specification 
 

 

3.0 Results and Discussion 
 

The symptoms were optimized with the genetic algorithm (GA) tool in MatlabR2013a using the 

components specified in Table 5 as is shown in Fig. 4.   
 

 
Fig. 4: Optimization using GA tool. 

Component Value 

Search Method GA 

Population Size   37 

Encoding Binary coding 

Evaluation Fitness function 

Selection RWS 

Crossover function Single point (0.8) 

Mutation rate (Flip bit) 0.01 

Stopping Criterion Till convergence to best 

solution is observed 

Generation 50 
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Fig. 5 shows the graph of the highest fitness value as 1, the number of children for each population 

and the stopping criteria which were met at 50th generation. 
 

Table 6 shows the predominant symptoms 

manifested by Malaria and Typhoid fever 

during early and later (less than and greater 

than 2 weeks) periods of infestation 

respectively.   

 

Table 6: shows the predominant symptoms manifested by malaria and ‘typhoid fever 
 

Disease     ≤ 2 weeks             > 2 weeks 

 

 

 

 

 

 

Malaria 

Label Symptom Label Symptom 

S1 High fever  Symptom 

S4 Diaphoresis   

S5 Rigors S16  

S7 Lethargy  Cough 

S16 Cough   

S27 Jaundice   

S34 Myalgia   

S35 Arthralgia   

S2 Stepwise fever   

S3 Chills   

S4 Diaphoresis S2 Stepwise fever 

 

 

 

 

 

Typhoid 

Fever 

S6 Anorexia S11 Intestine hemorrhage 

  S30 Intestine hemorrhage 

S8 Insomnia   

S10 Malaise   

S14 Delirium   

S20 Coated tongue   

S28 Constipation   

S29 Bloating   
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3.1. Degree of Optimization  
 

This is the measure of how much the symptoms 

were optimized. This optimization process 

aims to reduce the number of symptoms needed 

for effective diagnosis of Malaria and Typhoid 

fever by producing the best features known as 

the determinant symptoms for each disease at a 

given infestation period.  

The degree of optimization was calculated 

using Relative change. 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑐ℎ𝑎𝑛𝑔𝑒 =  
𝑁𝑒𝑤 𝑣𝑎𝑙𝑢𝑒−𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒

𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒

                                (1) 

Let Bo (number of manifested symptoms) be the 

reference value, and Ao (number of selected 

symptoms, the determinant symptoms after the 

optimization process) be the new value.  

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑐ℎ𝑎𝑛𝑔𝑒(𝐴𝑜𝐵𝑜) =  
𝐴𝑜−𝐵𝑜

𝐵𝑜
        (2) 

Let the degree of optimization 𝑑𝑜(𝑖𝑝) for each 

manifestation period of a disease, di be 

equivalent to the percentage of absolute 

Relative change at each period for a disease di. 

𝐷𝑜(𝑖𝑝) = |𝐴𝑜(𝑖𝑝) − 𝐵𝑜(𝑖𝑝) /𝐵𝑜(𝑖𝑝)| ∗ 10        (3) 

The total degree of optimization, 𝐷𝑜 is the 

percentage absolute change in the total number 

of all manifested symptoms for both Malaria 

and Typhoid fever after optimization and is 

given by  

𝐷𝑜     = |  𝐵𝑜 − 𝐴𝑜 /𝐵𝑜| ∗ 100          (4) 
 

Table 7: The Optimization degree 

  

Case No   of symptoms 

before 

optimization 𝑩𝒐 

No of ymptoms 

after 

optimization 𝑨𝒐  

 

 

Degree of optimization 

at p for di % 

𝑫𝒐𝒊𝒑 = |
𝑨𝒐𝒊𝒑−𝑩𝒐𝒊𝒑

𝑩𝒐𝒊𝒑
|

× 𝟏𝟎𝟎 

Overall degree of 

optimization % 

𝑫𝒐

=  |
𝑨𝒐−𝑩𝒐

𝑩𝒐
| × 𝟏𝟎𝟎 

Ma 18 9 50.00  

 

64.06 

Mb 11 1 90.91 

Ta 27 10 62.96 

Tb 8 3 62.50 

ST 64 23 64.06 

 

Table 7 summarizes the calculation of the 

degree of optimization considering the 

manifested symptoms at each period of 

infestation. Ma, Mb represent early and late 

Malaria, Ta and Tb represent early and late 

Typhoid fever respectively while ST is the total 

number of symptoms. The overall degree of 

optimization is the percentage ratio of change 

in the number of symptoms after optimization 

to the total number of symptoms before 

optimization.   
 

 

4.0 Conclusion 
 

This paper presented symptoms optimization 

using GA to obtain the best discerning 

symptoms (‘determinant symptoms’) used to 

design a diagnosis system for distinctive 

diagnosis of Malaria and Typhoid fever. The 

determinant symptoms can also be used in rural 

areas where the syndromic diagnosis of malaria 

and typhoid fever is still prevalent, though is 

not the best practice but most of these people 

do not have access to adequate medical care, 

equipped laboratories and skilled personnel. 

The determinant symptoms can be a guide to 

their health care officers and also reduce 

misappropriation of treatment. Though the 

conventional method is the best for diseases 

diagnosis, it is not always available, especially 

in rural areas where many depend on low-

skilled medical practitioners for their health 

care. The use of these optimized determinant 

symptoms in the syndromic diagnosis of 

Malaria and Typhoid fever will reduce the risk 

of misdiagnosis of these two diseases. 
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