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Abstract: The problem of Hanoi is a moved one at a time in a sequential order classical one and getting the optimal solution has posed serious challenges to puzzle researchers over the years. This research paper proposed a novel 2consecutive move algorithm solution to 3peg towers of the Hanoi problem, which allows a 2 -consecutive moves algorithm that moves 2 disks at once in each move instance of the Hanoi algorithm. There are no 2consecutive moves for the first and last moves; only one disk is moved for these instances. The main purpose of this research work is to derive a 2-consecutive moves algorithm that can be easily implemented in a suitable programming language, and would substantially reduce the computational time to fully compute the Hanoi solution.
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### 1.0 Introduction

A conventional Tower of Hanoi problem is basically a 3-peg structure comprised of a source (peg 1), intermediate (peg 2) and destination (peg 3). The disks of Hanoi are in decreasing diameters, and are initially stacked on the source (peg 1). To solve the problem of Hanoi, the disks need to be
can be moved (rule 1), and a larger disk may never be placed on top of a smaller one (rule 2). The objective is to move each disk from peg 1 to peg 3 without violating the rules (rule 1 and rule 2). The minimum number of moves to place all disks of Hanoi on peg 3 is $2^{n}-1$ (Hysom and Pothen, 2001; German, 2012; Majumdar et. al., 2020; Obandan and Obahiagon, 2015; Leiss and Mackey, 2018). In this paper, there is an attempt to use 2consecutive moves to arrange the disks of Hanoi, from peg 1 to peg 3. In the experiment, a maximum of 2 consecutive moves were possible to accurately place the all the disks on peg 3 without violating any of the rules of the arrangement process.
Using parallel algorithms to solve sequential algorithms can make these algorithms run optimally. Some researchers use number theory to either make their algorithms more efficient or derive alternative approaches to solving these algorithms (Hysom and Pothen, 2001; Ikpotokin et al., 2004a; Ikpotokin et al., 2004b; Bhaskar and Shubham, 2015; Chetverushkin et al., 2022; Chiemeke and Osaghae, 2006; Osaghae, 201; Osaghae et al., 2007; Lu and Dillon, 1994; Guillaume and Jean-Charles, 2018; Meng et al., 2016; Miller et al., 2021; Israa and Abdalameer, 2018). Solving towers of Hanoi problem is computationally expensive and there is a need to find ways to introduce parallel algorithms, to speed up the computational process ( Wu and Chen, 1992; Kathavatel and Srinath, 2014).
Existing Researchers have been trying to speed up the computational time for solving towers of Hanoi problem, by trying to develop novel parallel algorithms to replace sequential algorithms. Some of the reviewed are discussed as follows.

Ikpotokin et al. (2014a) proposed a rule of thumb that dictates how the use of number theory can help determine when to begin the first placement of disk 1 on either P2 or P3. Although, this research work provided an excellent guide in providing the foundation for this paper, especially when a disk needs to be moved to an empty peg. The limitations of this research work are that there is no guide on which disk to place on an empty peg and there was no application of parallel algorithm to speed up the algorithm.
Mishra and Vishnoi (2021) proposed an iterative approach to apply a parallel algorithm in solving the Hanoi problem. They used $n$ system cores of the computing running time for each system, given the conventional time $T$ to successfully run the Hanoi algorithm that would reduce to $T / n$ time. They suggested future direction of the research work, to involves using a memorization matrix to further increase the efficiency of the computational time of the algorithm.. Lu and Dillon (1995) also proposed three versions of parallelism for the multi-peg Towers of Hanoi problem. These parallel paradigms do not involve the exchange of disks, which is allowed in conventional paradigms. They noticed three problems associated with this approach, which are: (i) they have not been able to solve the problem for full Towers without certain constraints. (ii) the solution with a minimum number of steps does not necessarily take the minimum number of moves. (iii) an unrestricted case allowing any number of disks. However, Wu and Chen (1992) proposed a variant of the towers of the Hanoi problem allowing parallel moves. In their paper, every top disk may be simultaneously moved from its peg and placed on another peg at a given time. The challenge of this research is that no more than one disk can be placed on the same peg. Therefore, the present study seek to use 2-consecutive disk moves to arrange the disks of Hanoi, from source peg to destination peg.

### 2.0 Materials and Methods

In this section, we are going to provide a solution for Hanoi using a 2 -consecutive moves algorithm to arrange the disks on the peg 3 of the Hanoi.

## a) Problem:

You are given three pegs labelled A, B and C.
i) On peg A, there are $n$ disks of different sizes, in the order of the largest disk on the bottom to the smallest one on top.
ii) Pegs B and C are empty.
iii) The aim is to move the $n-1$ disks ( $n>1$ ) from peg A to peg B by successively moving two 2-consecutive disks from a peg to another peg in a succession of $\left(2^{\mathrm{n}}\right) / 2$ moves and eliminate $2^{\mathrm{n}}-\left(\left(2^{\mathrm{n}}\right) / 2\right)-2$ moves.

## b) Inductive Proof of Puzzle Solution with two Consecutive moves

(basis) One disk can be moved from one peg to another peg, if the number of disks=1. When the number of disks > 1 , two consecutive disks can be moved in succession, one after the other.
(inductive step) Assume that we can move two-consecutive disks from any given peg to any other peg. Since any of the disks 1 through $n-1$ can be placed on top of disk $n$, all $n$ disks can be placed as follows:
i) Move $n-1$ disks from peg A to peg B in 2consecutive disk moves, where $n>1$.
ii) Move disk $n$ from peg A to peg C, where disk 1 and then disk $n$ are moved to the top of disk 2 and peg $C$ respectively.
iii) Move $n-1$ disks from peg B to peg C in 2 -consecutive disk moves, except disk 1 which moves without 2 -consecutive disk moves.
Example 1: The solution for 1 disk takes 1 move:
$\frac{1}{\mathbf{A}} \overline{\mathbf{B}} \overline{\mathbf{C}} \quad \overline{\mathbf{B}} \frac{1}{\mathbf{C}}$
The minimum number of moves is $2^{n}-1 ; 2^{1}-$ $1=1$ move, for $n=1$.

Example 2: The solution for 2 disk takes 2 moves:
$\frac{1}{\mathrm{~A}} \overline{\mathrm{~B}} \overline{\mathrm{C}} \quad \overline{\mathrm{A}} \frac{1}{\mathrm{~B}} \frac{2}{\mathrm{C}} \quad \overline{\mathrm{A}} \overline{\mathrm{B}} \frac{1}{\mathrm{C}}$
The minimum number of moves is supposed to be $2^{n}-1 ; 2^{2}-1=3$ moves, for $n=2$, but rather, we have 2 moves, when two consecutive disks were made in the first move.
Example 3: The solution for 3 disks takes 4 moves:

The solution for 3 disks takes 4 moves:

## 1 <br> $\frac{2}{A}-\bar{B}-\frac{3}{A} \frac{2}{B} \frac{1}{C} \quad \bar{A} \frac{1}{B} \frac{3}{C} \frac{1}{A} \frac{2}{B} \frac{3}{C}$

## 1 <br> 2 <br> A $\overline{\mathbf{B}} \frac{\mathbf{3}}{\mathbf{C}}$

The minimum number of moves is supposed to be $2^{n}-1 ; 2^{3}-1=7$ moves, for $n=3$, but rather, we have 4 moves, when twoconsecutive disks were made in the first, second and third moves, 3 moves that were supposed to be made serially, were made consecutively.
Example 4: The solution for 4 disks takes 8 moves:

1
2
$\begin{array}{lllll}3 & 3 & 1 & 1\end{array}$
$\frac{4}{A}-\bar{C} \frac{4}{A} \frac{1}{B} \frac{2}{C} \frac{4}{A} \frac{3}{B} \frac{2}{C} \frac{4}{A} \frac{3}{B} \bar{C}$


The minimum number of sequential moves is supposed to be $2^{n}-1 ; 2^{4}-1=15$ moves, for $n=4$, but rather, we have 8 moves, when two consecutive disks were made in the first to seventh moves, 7 serial moves were eliminated.
Example 5: The solution for $\mathrm{n}-1$ oddnumbered disks takes ( $2^{\mathrm{n}}$ ) / 2 moves:


The minimum number of sequential moves is supposed to be $2^{n}-1$ moves, for $n-1$ odd numbered disks, but rather, we have $\left(2^{n}\right) / 2$ moves, when two-consecutive disks moves were made from move 1 to move $\left(\left(2^{n}\right) / 2\right)-1$ moves, $2^{n}-\left(\left(2^{n}\right) / 2\right)-2$ serial moves were eliminated.
Example 6: The solution for $n$ even numbered disks takes $\left(2^{n}\right) / 2$ moves:

| 1 |  | 3 | 4 | 1 |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 5 | 4 |  |  |
| $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |  |  |
| $\cdots-1$ | $\cdots-2$ | $n-2$ | 1 | $n-2$ | 2 |
| $\frac{n}{A}$ | $\frac{n}{B}$ | $\frac{n}{C}$ | $\frac{n-1}{A}$ | $\frac{2}{B}$ | $\frac{1}{C}$ |
| $\frac{n}{A}-1$ | $\frac{3}{B}$ | $\frac{2}{C}$ | $\frac{n-1}{A}$ | $\frac{3}{B}$ |  |



The minimum number of sequential moves is supposed to be $2^{n}-1$ moves, for $n-1$ odd numbered disks, but rather, we have $\left(2^{n}\right) / 2$ moves, when two-consecutive disks moves were made from move 1 to move ( $\left.\left(2^{n}\right) / 2\right)-1$
moves, $2^{n}-\left(\left(2^{n}\right) / 2\right)-2$ serial moves were eliminated.
c) Recursive Algorithm: The proof by induction is constructive because it tells you how to solve a problem with n disks in terms of solutions to the problems with $\mathrm{n}-1$ disks; it corresponds directly to a recursive program. The procedure $\operatorname{HANOI}(\mathrm{n}, \mathrm{a}, \mathrm{b}, \mathrm{c}$, c_2, num), implements the 2 -consecutive algorithm of 3-Peg of Hanoi. The parameter n is the number of disks of the Hanoi. The parameters $\mathrm{a}, \mathrm{b}$ and c are the Pegs a (source), b (intermediate) and c (destination) respectively. The parameters c_2 and num are the 2 -consecutive value and even/odd numbered of n disks. The inner procedures HANOI(n-1, a, c, b, c_2, num) implements the segment of the algorithm that moves the set of disks from Peg a to $b$ using the support of Peg c. To ensure that the Hanoi is properly arranged, the num argument, which is either an even or odd number, would determine which Peg (either b or c ) to place the first disk (disk 1). The second inner procedure $\operatorname{HANOI}\left(\mathrm{n}-1, \mathrm{~b}, \mathrm{c}, \mathrm{a}, \mathrm{c} \_2\right.$, num) implements the segment of the algorithm that moves the set of $\mathrm{n}-1$ disks from Peg b to c using the support of Peg a. When the procedure $\operatorname{HANOI}(\mathrm{n}-1, \mathrm{a}, \mathrm{c}, \mathrm{b}, \mathrm{c}$ _2, num) and $\operatorname{HANOI}\left(\mathrm{n}-1, \mathrm{~b}, \mathrm{c}, \mathrm{a}, \mathrm{c} \_2\right.$, num) have moved the set of disks 2 to $\mathrm{n}-1$ to Peg c , the disk 1 is move from Peg a to Peg c, if $n$ is odd or from Peg b to Peg c is n is even.
procedure $\operatorname{HANOI}\left(n, a, b, c, c \_2\right.$, num) if $n==1$ then begin
print ("move disk 1 from peg a to peg c")
end
if $n>1$ then begin
HANOI(n-1, a, c, b, c_2, num)
print ("move disk $n$ from peg a to peg
c")
$\operatorname{HANOI}\left(n-1, b, c, a, c_{-} 2\right.$, num $)$
If num==even_number then begin
print ("move disk 1 from peg $b$ to
peg $c$ ")
end
If num==odd_number then begin print ("move disk 1 from peg a to peg c")
end
end end

## d) Complexity of HANOI

Recurrence relation for the number of moves: when $n=1$, no 2 -consecutive moves are necessary, it just to move disk 1 from Peg a to Peg c. Using 2-consecutive movement of disks, when $n>1$, the first call of the procedure HANOI, recursively moves the set of disks range from disk 1 to disk $\mathrm{n}-1$. The print statement prints move disk $n$ from Peg a to Peg b . Then the HANOI procedure is called again to implement the moves of the range of disk 2 to disk $n-1$, from Peg b to Peg c. Lastly, disk 1 is moved from Peg A to Peg c , if n is an odd number and from Peg b to Peg c , if n is an even number. Hence, the initial number of moves made by HANOI on n is:

$$
\begin{equation*}
T(n)=2^{n}-1 \text { moves } \tag{1}
\end{equation*}
$$

When 2-consecutive moves are made in the movement of the disks from Peg a to Peg c, $T(n)=\left(2^{n}\right) / 2$ moves. The number of eliminated moves is $2^{n}-\left(\left(2^{n}\right) / 2\right)-2$.
Theorem: for $n \geq 1$, $\operatorname{HANOI}\left(\mathrm{n}, \mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{c} \_2\right.$, num) makes ( $2^{n}$ )/2 moves.
Proof: For $n=1$ :
$T(1)=\left(2^{1}\right) / 2=1$.
For $n=2$ :

$$
T(2)=\left(2^{2}\right) / 2=2 .
$$

For $n=3$ :

$$
T(3)=\left(2^{3}\right) / 2=4 .
$$

For $n=4$ : $T(4)=\left(2^{4}\right) / 2=8$.
...
For $n=n$ : $T(n)=\left(2^{n}\right) / 2$.

### 3.0 Results and Discussion

In this section, we are going to discuss the advantages the 2 -consecutive moves of Hanoi could bring to the computational process of computing the Hanoi puzzle. Solving the 3-Pegs of Hanoi problem requires the formula $2^{n}-1$, which would aid
the computation of the number of moves of Hanoi. The experiment shown in this paper led to the derivation of a novel algorithm, which provides 2-consecutive moves in the Hanoi algorithm, that assist a researcher providing a prelude for the introduction of 2parallel moves to the solution of Hanoi. In moving the disks from Peg A to Peg C, is aided by making 2 consecutive moves, at each movement of the disks, except the movement of the final disk (disk 1 to Peg C). The final movement of the last disk (disk 1) to Peg C does not use 2 -consecutive moves. Since the 2 -consecutive moves algorithm is a prelude to the introduction of a 2-parallel algorithm to the Hanoi problem, it has been shown how this research has reduced the number of moves of Hanoi. The number of moves of the 2 -consecutive method of Hanoi is $\left(2^{n}\right) / 2$ and the number of moves eliminated is $\left.2^{n}-\left(\left(2^{n}\right) / 2\right)\right)-1$. The main reason for this research work is to provide a prelude for the introduction of a 2-parallel algorithm, to reduce the number of moves of Hanoi.

### 4.0 CONCLUSION

In this paper, research work was conducted to use 2-consecutive moves in the movement Hanoi disks from one Peg to another. The results of the derivation of the 2 -consecutive moves algorithm, it shows that the new algorithm has drastically reduce the number of moves of Hanoi from $2^{n}-1$ moves to ( $2^{n}$ ) / 2 moves. In future research work, there would be an attempt to implement a 2 parallel algorithm, that would use the result of this research work.
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